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Introduction

This was exactly the challenge that the Visible 
Learning research was designed to address. The 
idea was to harvest, bundle, and synthesize as much 
research as possible on every type of education 
intervention, in order to build the definitive database 
(and narrative) on what works best and in what con-
texts. The intention was to give educators and pol-
icymakers access to a better-quality gold detector.

When Visible Learning: A Synthesis of Over 800 
Meta-Analyses Relating to Achievement was pub-
lished in 2009, it was surprisingly well received. 
Despite it looking and reading like a telephone 
directory, the Times Educational Supplement 
described the book as “teaching’s holy grail” 
(Mansell, 2008). Visible Learning also generated 
strong interest in policymaking circles.

Even in the early days, there was criticism. One of 
John’s colleagues commented that she was amazed 
he could understand classrooms to the second dec-
imal point and that reducing classrooms to index 
numbers could be considered akin to reducing 
society to unemployment numbers, inflation rates, 
and crime statistics.

As the years have gone on, the Visible Learning 
dataset has almost doubled. It now synthesizes 
the findings of over 1,600 meta-analyses of 96,000 
individual research studies, involving more than 
300 million students, into over 270 influences on 
student achievement.

Yet the criticisms of Visible Learning have kept 
abreast and have also more than doubled. Hardly 
any of the criticism has been about the interpretation 

Gold is one of the most valuable natural resources 
in the world. It is rare, shiny, extremely mallea-
ble, resistant to corrosion, and a good conductor 
of electricity. Gold’s monetary and symbolic value 
make it a coveted material for all kinds of goods, 
from jewelry to furniture, and of course (historically) 
as a currency.

Its value has created an entire market for coun-
terfeit gold. Unless you happen to work for the 
London Bullion Market Association or another reli-
able trade source, it can be easy for the layperson 
to be duped by a realistic-looking piece of metal. 
Even fake gold often contains traces of real gold or 
is blended with other metals, making it even harder 
to tell the difference between real and “replica.” 
Short of taking gold to an approved trader for 
inspection, there are methods anyone can learn 
that provide a fairly reliable way to judge whether a 
piece is genuine, including looking for the hallmark, 
dropping acid on the surface, trying to lift the metal 
up with a magnet, and placing shavings in water.

As educators, we are all on a continual hunt for 
metaphorical gold. The motherlode that we seek? 
The most effective interventions to drive up student 
learning outcomes. The challenge that we face is 
that almost every pedagogical approach or class-
room product seems to come with a “hallmark” or 
appears to pass some sort of empirical test of fit-
ness. But it can’t all be (as) fit. Some of it has to be 
more golden than the rest. And this means there 
is potentially a “long tail” of foolishness: interven-
tions that look shiny but that are a complete waste 
of everyone’s time and effort.
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of the data or the recommendations on how teach-
ers and school leaders should best approach the 
business of improving student outcomes. These 
Visible Learning messages seem to be generally 
well received.

Virtually all of the criticism has been about the 
research method. It’s been about the way that the 
original studies were selected and combined, as 
well as the statistical techniques that were used to 
build the database and combine the numbers.

A good story about what works best in education 
is worth nothing if it’s built on dodgy data. In this 
paper, we explicitly unpack and explore this criti-
cism head on, so that teachers, school leaders, and 
policymakers understand the how and why of the 
Visible Learning research and the types of infer-
ences that can (and can’t) be made from it.

On our journey, we will traverse the following 
waypoints:

1. Building on the 
Shoulders of Giants

This section takes us on a brief tour from the birth 
of educational research in the 1800s to the present 
day. It explains how, by building on the shoulders of 
giants, we now have a thriving educational research 
community that has undertaken primary research 
involving more than 300 million students. It intro-
duces meta-analysis as a mechanism for making 
sense of this huge and often conflicting dataset.

2. Meta-Analysis

Since the publication of Visible Learning (2009), 
which has been described as “teaching’s holy 

grail” by some (Mansell, 2008) and as a work of  
“pseudo-science” by others (Bergeron, 2017), 
debate has raged on the value of meta-analysis and 
about whether Visible Learning tells us anything of 
value. This section explores the many criticisms of 
meta-analysis. It awards points to the critics but 
argues that, if interpreted properly, meta-analyses 
make important contributions to understanding 
what works best in improving student outcomes.

3. Fool’s Gold?

This section specifically addresses the methodolog-
ical criticisms that have been leveled at the Visible 
Learning approach to meta-analysis. Again, we sus-
tain hits from the critics but argue that partial sight 
is better than no sight. As Erasmus (1508) put it, “In 
regione caecorum rex est luscus,” which roughly 
translates as “in the land of the blind, the one-eyed 
man is king” (Bland & Erasmus, 1814).

4. What Works Best?

We then move from the research process to the 
analysis and interpretation of evidence. Waypoint 
4 recaps the findings of the Visible Learning 
research—namely, teachers make the biggest dif-
ference to student achievement, and their attitudes 
or mindframes are key to unlocking this impact. 
When teachers believe that individually and collec-
tively they can make a real difference in the lives of 
their learners and see themselves as evaluators of 
their own impact, wonderful things happen.

5. Conclusion

In waypoint 5, we summarize, tie loose ends, and 
bring proceedings to a close.
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1. Building on the Shoulders of Giants

To know what works best in improving learning, we 
need explicit processes for cataloging, evaluating, 
and enhancing our implicit approaches to teaching. 
We also need to better understand the structures 
of the human brain and how they enable learn-
ing. If we build and implement effective processes 
based on these dual insights, learning becomes 
visible. Teachers see learning through the eyes of 
their students and the students develop the skills to 
become their own teachers.

In medicine, there are standardized tests, diagnosis 
protocols, and treatments that apprentice doctors 
must master before they are deemed fit to prac-
tice (see American Medical Association, 2017). The 
same goes for airline pilots, who have structured 
preflight checks and in-flight protocols (see Federal 
Aviation Administration, 2016) that have been iter-
ated through trial and error, extensive research, 
and the learnings from major air disasters.

The education profession has taken a different 
path. The pedagogics have debated everything 
from what to teach, how to teach, when to teach, 
and who to teach. There are progressivists, tra-
ditionalists, constructivists, behaviorists, and so 
on—each with very different views about what 
works and how to implement it. Educationists 
have flip-flopped on phonics versus whole-word 
reading, intelligence testing, and the benefits of 
parents reading to children.

We speculate that the reason education did not tra-
verse the path of other professions was because the 

stakes seemed lower and accountability was more 
dispersed. In medicine, if a surgeon undertakes a 
triple-bypass heart surgery and decides midway 
through to try something new, the risks of death for 
the patient are high and the finger of accountability 
will point squarely at the doctor who decided to 
improvise. The same goes for aviation. Commercial 
airline pilots don’t spontaneously barrel roll or have 
a go at landing when they feel like it. In both indus-
tries, it’s pretty black and white: what doesn’t work 
often kills you—quickly.

Education, by contrast, suffers from perverse 
incentives. Most things that a teacher could do in 
a classroom “sorta” work (Hattie, 2009). Short of 
instructing children to lick their fingers and stick 
them in an electric socket, we can’t think of many 
things teachers could do in a classroom that would 
result in an immediate risk of death to their learn-
ers. So, the short-term stakes are lower.

Of course, the stakes are just as high in the long 
term. Although bad teaching won’t give you cancer 
(at least not according to the research we’ve sur-
veyed), it can significantly reduce your economic, 
social, and emotional well-being. In this case, what 
doesn’t work kills or depresses you slowly. And the 
finger of accountability is not sure where to point. 
Was it Ms. Trunchbull who most contributed to 
your undoing or Mr. Chips? Who knows? Maybe 
both and maybe neither.

Despite the diversity of approaches to pedagogy, 
classroom management, curriculum, and school 
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administration that have emerged, there has also, 
thankfully, been a corresponding increase in the 
amount of research into what works best.

Education researchers around the world spend 
their lives conducting primary research into what 
best unlocks student achievement. They regularly 
conduct studies at and with schools. Unlike many 
related disciplines, there is no history of conduct-
ing lab studies about teaching; instead, nearly all 
of these studies are conducted in regular class-
rooms. These studies can range in size and scope 
from a few of days of action research with a sin-
gle school to a longitudinal study involving several 
hundred schools.

The research methods used can also vary tremen-
dously, ranging from comparisons of experimental 
(e.g., new teaching method) and control groups and 
from pre- to postlongitudinal studies. The research 
findings from these different studies, using differ-
ent methodologies, are disseminated in a variety of 
ways, including through presentations at academic 
conferences and publication in books, chapters, 
government reports, working papers, and peer- 
reviewed academic journals.

As we explain in our earlier paper “As Good as 
Gold?,” many of the quantitative studies, as a 
matter of course, have sufficient data to calculate 
an effect size (Hattie & Hamilton, 2020). So rather 
than telling you whether something works or not 
(i.e., statistically significantly different from a zero 
effect), it quantifies on a universal scale how power-
ful (or how weak) the intervention is. In other words, 
if something works, does it have the impact of an 
unarmed person, a skilled archer, or a battle tank?

Effect size is relatively easy to calculate. It requires 
quantitative outputs (e.g., means and standard 
deviations of test scores) and it requires two sets of 
numbers: either pre- or postintervention with a sin-
gle group, or the means from an experimental and 

control group (for an excellent overview of effect 
size, see Coe, 2002).

In education research, the most common way 
to calculate effect size is through the use of the 
Cohen’s d:

d =
 x1 - x2

SD

In plain English, d is derived by taking the mean aver-
age of a pre (x1) and post (x2) set of scores, calculating 
the difference between these two means, and divid-
ing this by a standard deviation (SD) for the dataset.

The output of this calculation is a numerical value 
that shows the gain or decline in performance from 
the intervention as a proportion of a standard devia-
tion. So, an effect size of 0.20 means that the second 
basket of scores was 20% of 1 standard deviation 
higher, on average, than the first basket of scores.1

Jacob Cohen (1988) also developed a scoring table 
to help researchers interpret their findings, which 
was later updated by Shlomo Sawilowsky. Our 
analysis of the Visible Learning database shows, 
very generally, that a small effect size is <0.20, a 
medium effect size is 0.40, and a high effect size 
is >0.60, but these adjectives need to be treated 
with so much care that they are close to useless. 
Context matters.

As we state in our first Gold Paper, “As Good as 
Gold?,” what may be “small” may be life-saving 
(e.g., the effect of taking aspirin to reduce heart 
attacks is d < 0.01, but the side effects are low and 
it could be the difference between life and death). 
What may be small may be cheap and worth add-
ing, but what may be “high” may be too expensive 
and we may need to look for alternatives. Smaller 
effects may have more impact on what may be very 
hard to change (whole systems) than what may be 
easier to change.

1Note that there are two methods for calculating effect size (pre-post and intervention comparison) and they can lead to different 
interpretations.
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The beauty of the effect size statistic is that it is a 
form of universal translator. No matter what testing 
instrument the researcher uses, no matter how the 
scoring is done, and no matter the subject (math 
or music), the student age (4 or 20), or the country 
(mostly Western countries), we can make meaning-
ful comparisons.

So long as there are at least two sets of scores 
(means and standard deviation), it’s possible to cal-
culate the effect size.

Since the early 1980s, many quantitative educa-
tional researchers have habitually included effect 
size scores in their research outputs. Indeed, most of 
the major education societies demand it. This means 
that there are currently effect size data from 96,000 
studies involving more than 300 million students.

The use of effect sizes has allowed us to combine 
many different research studies to identify the 
good bets for learning and make relative state-
ments about what works best in education. This is a 
massive step forward.

Meta-Analysis Is Born

The real challenge is about how we then synthesize 
the findings from hundreds of disparate research 
projects that address similar research questions into 
an overarching meta-analysis or study of studies. 
This problem of aggregation has vexed scientists 
for quite some time.

It was not until the 1970s that Gene Glass coined 
the actual term “meta-analysis” to refer to “the 
statistical analysis of a large collection of analysis 
results from individual studies for the purpose of 
integrating the findings” (Glass, 1976, p. 3).

Unlike the earlier pioneers in the field of statisti-
cal synthesis, Glass was an educationalist. Many 
wrongly believe that meta-analysis was invented 
in medicine and applied to education, but here 

the case is the opposite. John was in the audience 
on the day of Glass’s presidential speech to the 
American Educational Research Association when 
“meta-analysis” was born; the frisson in the room 
was palpable as many realized that the world of 
literature reviewing was about to change.

One of the major reasons for the invention of 
meta-analysis was the increased bias in traditional 
reviews, with authors choosing their “golden eggs” 
and omitting critiques, and particularly because 
reviewers saw large influences based on tiny effects 
(and often they claimed that because the effect was 
significantly different from zero, it was therefore a 
“golden egg”). Soon after, to better understand 
and explore how to do a meta-analysis, John and 
his colleague Brian Hansford (1982) completed one 
of the early meta-analyses, on the relation between 
self-concept and achievement.

The aim of meta-analysis is to use approaches, 
such as effect size, to develop a pooled estimate 
by aggregating the findings of similar studies into 
a wider whole. At its most basic level, the approach 
involves averaging the averages of the findings from 
each piece of research to come to an overall aver-
age. In addition to identifying underlying patterns 
across various studies, meta-analysis also helps us to 
identify major disagreements between studies and 
explore the potential causes of those divergent find-
ings. Another critical advance of meta-analysis was 
that it was now possible to statistically explore vari-
ous moderators to the overall average; for example, 
were there differences relating to age, gender, coun-
try, subject, and so on? This was an exciting advance.

The new approach can also be taken one step 
higher— a meta-meta-analysis, which is an average 
of the various meta-analyses that aim to explain 
advances in student achievement. This is the mech-
anism that has been used to collect the Visible 
Learning research.

Both the meta- and meta-meta-analysis approaches 
involve a structured (re)search process. Meta-
analysis starts by identifying a research question, 
such as “Do small class sizes increase student 
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achievement” or “Do cooperative approaches 
result in better outcomes than competitive ones?”

Visible Learning represented an early, not the first 
but possibly the largest, attempt at blending across 
these many meta-analyses (i.e., the collection and 
collation of all of the educational meta-analyses 
into a single meta-meta-analysis) (Hattie, 2009). We 

believe that both the meta- and meta-meta-analyses 
provide a useful detector to educators and policy-
makers in divining education gold. But as Nietzsche 
(1891) reminds us, there is no such thing as immac-
ulate perception. We need to understand the lim-
its of meta-meta-analysis to ensure that we do not 
misquote, misapply, or misuse the research. In the 
next section, we outline the limitations.
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2. Meta-Analysis

This section addresses point 1, the general criti-
cisms about meta-analyses, clearing the ground for 
us to explore the specific Visible Learning–related 
critiques in section 3 (“Fool’s Gold?”). Before we 
begin, we offer a word or two on the nature of 
claims and evidence in research.

In scientific, social, and educational research,  
we can distinguish between four types of claims: pre-
dictive, descriptive, speculative, and controversial.

When Visible Learning was published in 2009, it was 
never intended to be a book on research methods. 
Depressingly, most of the critique has been about 
the research methods rather than the conclusions. 
Most of the criticism has been about the following:

1. The validity and reliability of meta-analysis as 
an approach in general,

2. The rigor with which it was employed in Visible 
Learning, or

3. A bit of both.

No. Type of Claim Description

1 Predictive The ability to make accurate predictions about future outcomes by 
reviewing patterns in historical data to develop universal laws, which 
foretell outcomes with precision—time and time again.

2 Descriptive The ability to derive general principles about the past that seem to 
apply to the present and might have some value in the future.

3 Speculative The ability to tell a story about the past with some degree of plausibility, 
which may apply to the present and possibly the future.

4 Controversial The ability to spin a yarn about the past that is loosely based on the data but where 
there are several other equally plausible explanations available. This means that the 
yarn, likely, has limited application to the present and even less to the future.

What we want to make clear is that, along with all 
other educational research, Visible Learning does 
not fit into category 1 (predictive). This is because 
the ecosystems that Visible Learning attempts to  
map are complex and have many moving parts with 
many interdependencies. There are no known uni-
versal laws of learning (yet). At best, the findings 
from Visible Learning can be considered “probability 

claims”: if you implement x under y conditions, there 
is a high probability you will have z effect.

The best we can hope for is to describe past  
outcomes and to speculate on their replicability in 
the future. The more data we have in hand, the more 
confident we can be in these speculative claims 
and, inversely, the less data, the less confident.
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In some parts of the Visible Learning dataset, the 
evidence collected is broad and deep. In these sit-
uations, we can be more confident in our conclu-
sions. In other places, conclusions must be more 
speculative and more controversial.

The Validity and Reliability of Meta-
Analysis as an Approach in General

Some of the critiques of Visible Learning have argued 
that the whole enterprise is fatally flawed because 
it relies on synthesizing equally flawed meta- 
analyses, which has been labeled as “mega-silliness” 
(Eysenck, 1978) and as “statistical alchemy for the 
21st century” (Feinstein, 1995). In the subsections 
below, we outline the main arguments.

The Argument From  
Reductio ad Absurdum

A common argument against meta-analysis is 
that complex phenomena cannot meaningfully 
be reduced to a number (Bailar, 1997; Borenstein, 
Hedges, Higgins, & Rothstein, 2009). This is because 
too much fidelity is lost in the recoding of real-
time interactions between students and educators 
(which are deep, rich, and value laden) from a range 
of education contexts into a numerical effect size.

However, what you see largely depends on where 
you sit; and meta-analysis gives us a power-
ful step ladder. Each upward step enables us to 
take in more of the view but we get further and 
further away from the individual blades of grass. 
With an oxygen tank and a good set of thermals, 
we can continue climbing the ladder right up to 
27,000 feet. At that height, we can see the “bigger  
picture”—for example, the widespread forest fire 
of an ineffective approach to teaching and learn-
ing. But it’s only when we climb back down the 
ladder to 50 feet that we can see the pockets of 
effective practice in the midst of the fire. We just 
have to accept that we can’t see everything all 
of the time.

In fact, there are many contexts in which  
simplification of data helps much more than it hin-
ders. For example, temperature in the form of Celsius 
or Fahrenheit is a form of meta-analysis. When we 
take the temperature in a room, it is the average of 
the velocity of hundreds of billions of molecules. 
Some of these molecules move at extremely high 
speeds and are “hot” and others move much more 
slowly and are “cold.” The temperature measured by 
our thermometer is the average motion of all these  
molecules. Nothing more and nothing less.

The current meta-meta-analyses and their numeri-
cal findings add an important perspective on class-
rooms. Of course, this is only as good as the fidelity 
of the interpretations.

Our major claim is not that meta-analysis and Visible 
Learning lead directly to specific policies about 
what to do. At best, they offer probabilities about 
likely high-impact interventions. But key still is the 
fidelity of the implementation in the local context 
and the skills of teachers to adapt and modify in 
light of their evaluations of the implementation in 
terms of the maximum impact on the learning lives 
of their students. Hence, know thy impact.

The Argument From  
Apples and Oranges

Others have argued that the problem isn’t so 
much about quantification itself. They say it’s more 
that the meta-analysts are attempting to bundle 
together different types of data that shouldn’t be 
combined (Borenstein et al., 2009). There are two 
dimensions to this argument.

1. The Perils of Combining Data From 
Different Tests. The first dimension centers on 
calibration challenges with similar measuring 
instruments. It’s basically about the fact that 
different experimenters use different tests 
to measure the same aspects of student 
achievement. So, how can you meaningfully 
blend together the findings from these studies 
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(of, say, student literacy) if one used locally 
developed multiple choice tests, another used 
professionally developed formative assessment 
tools, and yet another used summative 
examination results? These are, after all, 
different tests with different levels of sensitivity 
and different reporting outputs.

If we go back to our temperature example, 
this would be the equivalent of taking heat 
measurements in different times and places 
with a glass thermometer, a thermistor, a 
resistance temperature detector, a pyrometer, 
and an infrared device. Each of these measures 
the same thing but does so in a different way 
and with the potential that readings are not 
quite the same.

But the challenge is not insurmountable. It either 
requires cross-calibrating the instruments in 
advance or checking the error margin between 
the instruments and adjusting for this after the 
fact. Granted, in education research, where 
investigations are conducted using standardized 
achievement tests, this is more complex. It 
requires the meta-analysts to carefully review the 
tests used in the primary research and to make a 
judgment call about the reliability and validity of 
each instrument. There is potential for error, but 
this can be mitigated through careful selection 
of studies for inclusion.

2. The Perils of Combining Data From 
Completely Different Contexts. The second 
dimension is what’s often referred to as the 
comparing apples with oranges problem. 
Imagine that instead of combining different 
tests of student literacy, you instead combined 
completely different categories of data 
(e.g., IQ tests, lesson observation scores, 
psychometric surveys, and assessment data) 
into the same pot.

Sticking, again, with our temperature example, 
this would mean that instead of taking 
temperature measurements with different 

types of thermometers, we did it in completely 
different ways. In some instances, we measured 
cloud cover; in other cases, we recorded 
survey data from a range of participants who 
we asked to estimate the temperature; and in 
yet other cases, we measured the volume of 
ice cream sales.

Although this makes direct comparison difficult, 
it’s not entirely impossible. If we have access 
to historical data correlating cloud cover with 
ambient temperature, the average margin of 
error in people’s estimates of temperature 
with actual temperature, and ice cream sales 
with temperature, we can, with a margin of 
error, make a good estimate at figuring out the 
temperature without a thermometer.

Arguably, the same principle applies to 
any form of literature synthesis including 
educational meta-analysis, where it is possible 
to combine the results from studies that draw 
on quantified assessment data, attitudinal 
surveys, observational data, IQ tests, and so 
on. Some argue that this is like comparing 
apples and oranges but, in reality, it is more 
like combining them into a higher-order 
category called fruit—in exactly the same way 
that temperature is a higher-order category of 
the velocity of molecules.

Cognitive Bias

Another group of critics argue that we cannot trust 
the primary research that meta-analyses are drawn 
from. This is because even the most rigorous ran-
domized controlled trials (RCTs), in which partici-
pants are divided into separate groups that either 
receive or do not receive the treatment, cannot 
be trusted. Unlike medical trials that are generally 
double blind (i.e., where neither the experimenter 
nor the subjects know who is receiving the real 
treatment), even single-blind trials (where only the 
subjects are unsure of whether they are in the treat-
ment group) are virtually impossible to conduct in 
education (Sullivan, 2011).
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Let’s unpack this. In any research study, there is 
a risk that if the participants know that they are 
receiving a treatment, it may lead them to subcon-
sciously change their behavior in anticipation that 
the treatment will cure their malady. In the literature 
on cognitive bias, this is referred to as the placebo 
effect, Hawthorne effect, or observer expectancy 
bias. In medical trials, researchers counter for this 
by double blinding. This means that trial partici-
pants are unaware of (or are blind to) whether they 
are getting the experimental medication or a sugar 
tablet. The same goes for the experimenters; they 
have no idea which tablets they are dispensing to 
whom. And this means that neither party can sub-
consciously influence the outcome of a trial.

The challenge with education research is that dou-
ble blinding is a virtual impossibility. If a study 
involves, say, using a new literacy program, the 
teachers delivering the intervention cannot be 
made blind to the fact that they are doing some-
thing different. And often when teachers try new 
things, they do so with renewed enthusiasm; so 
how can we tell whether it’s the enthusiasm or the 
literacy program that’s driving up student achieve-
ment? The same goes for the students. Unless we 
lock them in a dungeon between classes, we can’t 
stop them from mixing with other groups of learn-
ers and comparing notes about their respective 
classroom experiences.

An added challenge is that in many research proj-
ects, the experimenters were the ones who devised 
the intervention, so they have a vested interest in 
finding positive results. They don’t want to feel  
foolish for spending months or years of their respec-
tive lives on a folly that’s no better than average—
so they will their findings to be higher and deliver 
the intervention in an expert manner that no other 
teacher could replicate. And abracadabra: 200 tons 
of education pyrite.

This was, in fact, one of the reasons Glass devel-
oped meta-analysis. He believed it would actu-
ally reduce bias! By combining enough studies 

together, we have access to a more robust and 
nuanced picture than we would if we just referred 
to one or two small-scale studies. It means that we 
can draw on and interpret the collective wisdom of 
the crowd, rather than being overly swayed by one 
or two extremely loud voices.

We both agree that experimenter and partici-
pant bias are significant challenges in education 
research. In fact, two of the interventions with the 
highest effect sizes in the Visible Learning data-
base are collective teacher efficacy (d = 1.57) and 
student self-efficacy (d = 0.92). Both are measures 
of beliefs about teaching and learning. If teachers 
really, really believe that individually and collec-
tively they can make a difference to learning and 
if students believe the same about themselves, 
magical things happen. Belief is the key.

The File Drawer Problem

Building on the argument that everyone loves a 
winner, many critics suggest that researchers are 
disinclined to publish studies with unfavorable out-
comes. This is the file drawer problem.

The argument is that if a research finding is prom-
ising, it gets published. If it’s a howler, it stays filed 
(and hidden) in the drawer (see Rosenberg, 2005).

Meta-analysts can only combine the studies to which 
they can get access. Although they can also spec-
ulate about the other types of studies still filed in a 
bottom drawer, they can’t collect and sample them.

Robert Rosenthal (1979) introduced a method 
for estimating a fail-safe number of unpublished 
articles with an average null effect that would be 
needed to counter the reported effect size. With his 
method, the reader can sense whether this number 
is convincing enough to threaten the overall con-
clusion drawn by the researcher.

Another way to reduce the number of studies sitting 
unpublished and contrary in file drawers is to raise the 
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bar. This is one of the reasons that Visible Learning 
sets the effect size bar so high (i.e., d > 0.40) and 
compares those above and below this hinge point. 
This helps us to weed out false positives, which are 
more likely to have lower cumulative effect size val-
ues, and focuses everyone’s attention on the inter-
ventions with the highest probability of impact.

Yet because meta-analysts are passive collectors 
and aggregators of research, they can still only 
analyze what others have chosen to research. 
This means that there are potentially major 
gaps: some areas have been overmined, others 
lightly mined, and in yet others no gold has been 
retrieved at all.

Effect Size Is Stupid

Other critics have argued that effect size is not a 
proper tool that’s used in statistics or even found in 
statistical text books (see Coe, 2002). Formulae for 
the calculation of effect size are, admittedly, absent 
from many earlier introductory statistics textbooks. 
Effect size is also absent from some statistics soft-
ware packages and is rarely taught in Research 
Methods 101.

The trouble with this argument is that it conflates 
lack of circulation with lack of value. It’s a bit like 
saying that a Rembrandt painting is no good 
because hardly anyone has one and only art con-
noisseurs can tell you what one looks like.

On the contrary, effect size data have been cal-
culated for more than 75 years and the American 
Psychological Association (2009) has been offi-
cially encouraging researchers to include effect size 
data in their research since the mid-1990s. There 
are over 1,600 meta-analyses in education, and 
probably five times more in medicine and many 
more in other domains, so it is hard to argue that 
effect sizes are not a proper statistic. We invite any 
doubter to read Hedges and Olkin’s (1985) excel-
lent treatise on the foundations of effect sizes and 
then say there is no statistical basis!

Driving the Car Backward

Yet other critics point to the fact that meta-analysis is 
a rear-view mirror activity. In other words, it involves 
looking at old fruit rather than the buds that are cur-
rently forming. There’s a lot of truth to this. Indeed, 
this is the essence of most re-searching—searching 
again for new ideas and interpretations. Some 
of the students who participated in studies that 
appeared in the earliest educational meta-analysis 
are likely grandparents by now.

So, the question is whether we can rely on these 
“elderly” data—some of which were collected in the 
1950s to 1990s—to make decisions today. In some 
areas, we must be especially cautious. In our forth-
coming “Not All That Glitters Is Gold,” we highlight 
the fact that one of the challenges with the research 
in education technology is that the tech moves so 
quickly that it is difficult to make direct comparisons 
between different studies. Although what is surpris-
ing in this tech research is that the average effect 
has barely changed over the last 35 years despite 
major changes in the technology.

We can also ask the question about the changes 
over time by dividing the average effects by 
decade, or by correlating the size of the effect size 
with the publication date of the article. The point 
is that it is an empirical question whether time of 
study makes a difference. And this is a major fea-
ture of meta-analysis.

It’s Not What You Do,  
But the Way That You Do It

A final area of criticism that’s linked to both the 
rear-view mirror problem and the argument from 
Reductio ad Absurdum is how the heck do we 
actually implement? The challenge for anyone who 
reads a meta-analysis is that the landscape is ana-
lyzed from the very top of the step ladder. While we 
can make sense of the scene and the recommen-
dations about “what works best,” there is rarely a 
step-by-step recipe alongside that tells you how to 
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implement it with fidelity in your context. In order 
to access that recipe, we have to map back from 
the meta-analysis in question to the individual stud-
ies that it surveys. But even this may not be useful.

The quality and fidelity of implementation is a 
perennial problem that strikes at the very heart of 
the whole educational improvement endeavor. In 
our forthcoming publication “Getting to Gold,” we 
tackle this issue head on. We argue that the process 
of implementation, or what Michael Barber calls 
deliverology (see Barber, Moffit, & Kihn, 2011), is 
crucial. The meta-analyses can help you to home in 
on good bets for the “what,” and implementation 
protocols provide the “how.” We argue that good 
implementation requires a systematic approach 
that does the following:

1. Enables the identification of “wicked 
issues” that enough people in the room feel 
passionate about resolving.

2. Involves the development of multiple theories 
of change about how to solve the problem, by 
building a causal loop back from problem to 
interventions and tactics that could potentially 
lead to a solution.

3. Uses the data from research, including meta-
analysis, to weed out the theories of change 
and zero in on the better bets.

4. Implements one or more of those better bets.

5. Reviews and tinkers to improve outcomes in 
your context. This involves reversing back from 
adjustments that don’t yield gold and iterating 
things that do, to see if the yield becomes 
even stronger.

6. Repeats steps 1 to 5 over and over and over.

This is an approach that we have iterated our-
selves, through trial and error, on Visible Learning  
systems-level improvement projects in the 
Northern Territory of Australia and also in 
Scandinavia.

We can use the findings from the meta-analyses to 
help choose high-probability interventions, achieve 
excellent implementation, give attention to what is 
and what is not working in the local context, and 
foster a commitment to focus on the evidence of 
impact on the learning lives of students. Through 
this we inch ever closer to an implementation sci-
ence for education.

For a comprehensive list of the common Visible Learning critiques and my responses, please read 
the accompaniment to this paper, “Common VISIBLE LEARNINGTM Methodology Critiques and 
Responses,” available at https://www.visiblelearningplus.com/content/gold-papers.
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3. Fool’s Gold?

example of the effect of taking aspirin to reduce 
heart attacks). It also implies that each influence 
is separate and merely adding them together is 
defensible. Indeed, it took almost 20 years to write 
Visible Learning because of the time required to 
understand the relation between the many influ-
ences and to develop a model of why some are 
above and others are below the hinge point.

Consequently, in the latest publication of the 
research database, we have dispensed with rank 
ordering and instead organized the influences 
under seven domains and thirty-two subdomains. 
Within each subdomain, we listed each influence in 
alphabetical order, regardless of its effect size. We 
can’t stop other people from ranking, but we hope 
that this simple shift in organization also shifts the 
way people interpret the research and apply it.

Use of the d = 0.40 Hinge Point

Hinges are great. They enable us to swing ward-
robe doors and the arms of our eyeglasses from 
one position to another, with minimal use of force. 
Even our knees and elbows are hinges.

In Visible Learning (2009), both the analysis and 
the effect size barometer graphics presented  
d = 0.40 as a hinge point of sorts (see the follow-
ing figure). The argument made was that in rule- 
of-thumb terms, any influence on student achieve-
ment that generated an effect size greater than 0.40 
was, on balance, likely to be worth investing in.

At the time, the argument for the d = 0.40 hinge point 
was made on the basis that when the effect sizes 
from all 800 meta-analyses were averaged together, 
their mean average score was 0.40. Anything lower 

In the previous section, we discussed the various 
criticisms that have been leveled at meta-analysis in 
general. In this section, we zoom in on the criticisms 
that are specifically directed at the Visible Learning 
research, which is probably the largest attempt to 
combine the findings from different meta-analyses 
into a meta-meta-analysis. We also provide an 
appendix with more criticisms and responses, avail-
able online at https://www.visiblelearningplus.com/
content/gold-papers.

The Challenges of Ranking

The Programme for International Student 
Assessment (PISA) ranks schools, QS ranks univer-
sities, the English Premier League ranks football 
(soccer) teams, and the Dow Jones ranks compa-
nies. Many of us follow these and other rankings 
with great interest. However, one of the common 
criticisms of Visible Learning (2009) centers on the 
fact that it contained an appendix listing the various 
influences on student achievement in ranked order 
and that these rankings have been perpetuated in 
public presentations about the research (Terhart, 
2011). The argument is that this ranking creates the 
perception that by simply doing more of the things 
at the top of this list and perhaps stopping things 
ranked at the bottom, great things will happen.

We agree that interpreting the Visible Learning 
research simply by looking at the rankings is not 
helpful. It supposes that the world of education 
improvement is a one-dimensional affair rather 
than a complex ecosystem with inter-related mov-
ing parts. And what may be “small” may be life- 
saving (as we previously mentioned in our 

https://www.visiblelearningplus.com/content/gold-papers
https://www.visiblelearningplus.com/content/gold-papers
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than d = 0.40 was, by definition, “below average.” 
Since then, the database of meta-analyses has 
grown to more than 1,600 and interestingly that 
mean average effect size across all influences has 
not really changed. Today it still stands at d = 0.40.

But we must not get too oversold on using  
d = 0.40 in all circumstances. The interpretation 
can differ in light of how narrow (e.g., vocabulary) 
or wide (e.g., comprehension) the outcome is, the 
cost of the intervention (Simpson, 2017), the chal-
lenge of learning how to implement intervention, 
and many other factors. When implementing the 
Visible Learning model, it is worth developing local 
knowledge about what works best in the context 
and not overly rely on 0.40. The 0.40 merely is the 
average of all 1,600 meta-analyses and serves as 
a worthwhile hinge compared with the usual zero 
(which allows nearly all to claim that their favorite 
strategy or influence can enhance achievement).

Common Language Effect Size

In the data tables at the back of the first edition 
of Visible Learning (2009), there was a column that 

reported common language effect size or CLE. This 
was included because one of the challenges with 
reporting effect size statistics is that very few peo-
ple understand what they mean.

CLE was developed by McGraw and Wong (1992) 
as a way of communicating effect size in terms that 
lay readers would be more likely to understand. It is 
defined as “the probability that a randomly selected 
score from the one population will be greater than 
a randomly sampled score from the other popula-
tion” (McGraw & Wong, 1992). CLE is presented 
as a percentage from 1% (i.e., much worse than 
chance), 50% (i.e., no better than chance), to 99% 
(i.e., near certainty) that a randomly selected score 
from one population will be greater than a randomly 
selected score from the other. The higher the CLE, 
the higher the probability that a randomly selected 
member of the treatment group scored higher than 
the control and that the treatment “works.”

Embarrassingly, a coding error was made when the 
incorrect column was transposed into the final tables 
in the appendix of Visible Learning (2009). No one 
noticed this for almost 4 years, until it was picked 
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up by a group of Norwegian students (see Topphol, 
2012). That it took this long for anyone to spot the 
error gives food for thought about how many actu-
ally used the CLE. But it has been rectified in future 
editions and was only ever intended as a supple-
mentary statistic buried in an appendix. In fact, in the 
most recent version of the data, the CLE has been 
removed completely. It seems that people were 
ready for effect size after all, which is perhaps why the 
CLE miscalculation was missed. The error changed 
the story and the major messages not one iota.

Garbage In, Garbage Out

We all know that the quality of a meal is strongly 
determined by its ingredients and that even Chef 
Gordon Ramsay would struggle to conjure up 
something worthy of a Michelin star if all he had 
on hand was tinned spaghetti and a slice of pro-
cessed cheese. Another type of criticism leveled at 
the Visible Learning research has parallels with this. 
The argument is that the quality of the research 
included in the Visible Learning dataset is more 
akin to junk food than organic produce grown with 
love (Snook, O’Neill, Clark, O’Neill, & Openshaw, 
2009). If the ingredients are junk, so the criticism 
goes, then so must be the results.

The argument is that the studies in the various 
meta-analyses included single or no blind studies 
(correct), that they used RCTs and pre-post and 
group comparison methods (correct), and that they 
used a variety of testing instruments ranging from 
standardized student achievement tests, IQ tests, 
self-perception survey data, quantified observa-
tions, teacher-made tests, and correlational data 
(also correct). Finally, the argument is that many of 
the studies are quasi-experimental and have no real 
control group and that others are much weaker cor-
relational studies (correct again).

It is suggested that by including all of these types 
of data, rather than just the “gold standard” RCTs, 
the quality of the research has been significantly 

compromised. We agree (although we use 
“beyond reasonable doubt” and not RCTs as the 
gold standard), but it was a different kind of com-
promise that was made. If we only included the 
perfect studies or meta-analyses, there would be 
insufficient data from which to draw conclusions. 
Indeed, in the What Works Clearinghouse, which 
only allows RCTs and similarly high-quality designs, 
the median number of studies in each of the 500 
reviews is two! It is hard to draw conclusions based 
on two studies.

So, we have a choice to make. We either limit our-
selves to collecting the perfect studies or we mine 
the lot but take great care over how we interpret 
the data and the conclusions that we draw from 
them. In the case of Visible Learning, the latter 
approach was taken. We can also ask whether the 
quality of the study of meta-analysis makes a dif-
ference to the overall conclusions (and this is com-
mon practice with rare cases where quality makes 
a difference; indeed, it is more likely that qual-
ity matters when the average effect size is close 
to zero). We would rather be able to say some-
thing (nuanced) about everything than a lot about 
very little.

However, we think that more could be done to 
signal to readers about which research findings 
are more reliable and those that are speculative 
or even controversial. In England, the Education 
Endowment Foundation (EEF) took this step in their 
database of influences on student achievement. 
They included a padlock icon and the more pad-
locks that were displayed against an influence, the 
more secure the research findings.

We have taken the learnings from EEF and are 
implementing a similar confidence rating system to 
rate the quality of research, which is available on 
Visible Learning MetaX. Now we score each influ-
ence depending on the number of meta-analyses, 
studies, students, and effect sizes under each influ-
ence. We are also experimenting with additional 
weightings that take into account the predominant 

http://www.visiblelearningmetax.com/
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experimental design used in the research studies 
in each meta-analysis, although this is more diffi-
cult to do with fidelity (see Hattie & Zierer, 2018). 
However, this step is important because some of 
the “controversial” influences like Piagetian pro-
grams (d = 1.28), teacher credibility (d = 0.91), and 
one-on-one laptops (d = 0.16) are either based on a 
single meta-analysis and/or a small pool of research 
studies. Therefore, how these findings are inter-
preted and juxtaposed against the influences where 
we have higher confidence in the findings is key.

We are also working back through the 1,600 
meta-analyses to specifically tag countries where 
the original research was conducted and overtly 
display this. We are taking this step because the 
majority of the research comes from developed 
English-speaking nations that are part of the G20. 
We can be relatively confident that research con-
ducted in the United States will have some rele-
vance or transferability to the United Kingdom, 
Canada, Australia, and New Zealand and vice 
versa. But we need to be careful about transpos-
ing this to developing country contexts like Sub-
Saharan Africa or South Asia. The two ecosystems 
are quite different. In the developed world, educa-
tion policy is focused largely on quality of provision 
and equity of outcomes. In the developing world, 
the challenges are all too often around access and 

infrastructure. And the data from one “world” tell 
us very little about the other.

Mr. Market

Benjamin Graham, the father of value invest-
ing and mentor to Warren Buffett, described the 
roller coaster ride of the stock exchange through 
the allegory of Mr. Market. This Mr. Market is a 
manic-depressive type who swings wildly in mood.  
In the morning he is bullish, but in the evening he is 
bearish. He changes his sentiment about the value 
of companies as quickly as you might change your 
socks. To Mr. Market, the winners become the los-
ers and the losers the winners and then back again.

One of the criticisms of meta-analysis and of the 
Visible Learning research is that it, too, suffers from 
a dose of Mr. Market. The argument is that as new 
primary research and meta-analyses are generated, 
these wildly inflate or dilute the messages of Visible 
Learning, which can never stay constant in light of 
the changing ticker tape of data.

To be fair, there is some truth in this—but not a lot. 
In the following table, we unpack the influences on 
student achievement that have suffered most at the 
hands of Mr. Market.

Influence

Effect Size

Comment2009 2012 2017 2019 

Teacher 
credibility

N/A 0.74 0.90 1.09 This influence relates student perceptions of teacher 
credibility and the impact of this on student achievement. 
It was not included as an influence until Visible Learning 
for Teachers (2012). Although there has been an 
increase in the effect size (ES) from 0.74 to 0.90 for this 
influence, the messaging or story around this has not 
changed: it has just been reinforced. That is, student 
perception of teacher credibility is very impactful. 
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Influence

Effect Size

Comment2009 2012 2017 2019 

Teacher-
student 

relationships

0.72 0.72 0.52 0.48 Teacher-student relationships are about the quality of the 
relationship between teacher and student and the impact 
this has on student achievement. The research suggests 
that positive relationships enhance student outcomes.

Although the ES has decreased, this is because 
the more recent meta-analyses were actually 
measuring subcomponents of this influence:

•	 Nurmi (2012): This meta-analysis has an ES of 0.20 
and focuses on students’ sense of “closeness” and 
lack of conflict with the teacher.

•	 Moallem (2013): This meta-analysis has an ES of 0.45 
and focuses on students’ sense of “belonging” in 
the class/school. Both of these effects are a bit lower 
than the other three, which are similar to each other.

The original meta-analysis (Cornelius-White, 2007) 
has the highest ES (0.72) of all five studies. So, overall 
teacher-student relationships are still very important, 
but some aspects (e.g., closeness/belonging) 
appear to be not as important as the overall sense 
of whether or not the relationship is positive.

Providing 
formative 

evaluation

0.90 0.90 0.48 0.34 In the 2009/2012 dataset, there was only one meta-
analysis on formative evaluation. Since then, there has 
been an additional meta-analysis and the reclassification 
of another meta-analysis that was previously counted 
under this influence. Both have contributed to the quite 
dramatic lowering of the ES for formative evaluation.

As with feedback, the effects measured vary a great  
deal and the explanation as to why formative feedback is 
impactful or not could well be due to the type of feedback 
that is sought/received and how well it is acted on. The 
Visible Learning narrative is that  
providing formative assessment has the potential 
to be very powerful but how targeted, how 
specific, and how well the feedback is actually 
received, understood, and acted upon have a 
big impact on its efficacy for improvement.

Study skills 0.59 0.63 0.46 0.45 There have been two new meta-analyses added  
since 2012, which have brought the average ES down. 
The story still stays the same. The impact of study skills 
depends on the study skills being taught and when 
and where in the learning they are being used; that is, 
different skills are more or less effective than others
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Influence

Effect Size

Comment2009 2012 2017 2019 

and depend on which phase of learning they are being 
employed. In addition, teaching students “how” to study 
needs to be done in the context and/or alongside the 
learning area and not as an independent program in 
“how to study” to really get better effects. We recently 
completed a new synthesis of many learning strategies 
(Hattie & Donoghue, 2016) with an overall ES of 0.53.

Worked 
examples

0.57 0.57 0.37 0.37 In the 2012 list, there was just one meta-analysis on 
worked examples. Since then, one more has been 
added (Wittwer & Renkl, 2010), with an ES of 0.16. 
Because this is a less reviewed area of research, 
there is more likelihood of the effects changing as 
new research comes in. Worked examples are still 
regarded as a strategy that has the potential for 
moderate positive impact on student achievement.

Student-
centered 
teaching

N/A 0.54 0.36 0.36 Two new meta-analyses have been added, in addition 
to the single meta on this topic from the 2012 dataset. 
The newer meta-analyses from Thomas et al. (2012) with 
an ES of 0.16 and from Bernard et al. (2013) with an 
ES of 0.37 have both changed the picture. The meta-
analysis by Bernard et al. included over 290 studies 
and effects, which is much bigger than the other two 
studies, and so its findings have the dominant impact.

The focus of much of the research included in these studies 
links to computer/technology-assisted environments 
and across a range of subjects where students are 
using these independently vs. more traditional teaching 
methods. This contrasts with the earlier meta-analysis 
by Preston (2007), which was small and focused on use 
of student-centered approaches in mathematics only.

Classroom 
management

0.52 0.52 0.35 0.35 In 2012, there was only one meta-analysis included 
under this category (Marzano, 2003, with an ES of 0.52). 
Since then, one new meta-analysis has been added 
(Korpershoek et al., 2016), which found a considerably 
lower ES (0.17). Both of these studies are looking at a 
wide range of factors contributing to an overall “classroom 
management.” The overall finding that classroom 
management interventions are generally effective in 
enhancing student outcomes is in line with the findings 
of prior meta-analyses, so the story has not changed. 
But we need to unpack with greater care the specific 
element of classroom management that works best.
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As we gather and review more data, it is to be 
expected that the average effect for some influ-
ences may change over time. If we didn’t expect 
this, why would we bother to continue panning 
for this precious gold? But despite this, the addi-
tion of new data has resulted in evolution rather 
than revolution. As we shall go on to outline in  
section 4, the core messages of Visible Learning 
have been remarkably consistent during the last 
decade. We must, regardless, continue to see evi-
dence that we may be wrong. This is consistent 
with how many philosophers argue how science 

Influence

Effect Size

Comment2009 2012 2017 2019 

Pre-school 
programs

0.47 0.45 0.26 0.28 There have been five new meta-analyses of pre-school 
programs conducted over the last 5 years. These have 
found quite consistent small-to-moderate effects of 
the impact participation in a pre-school program has 
on school achievement in the first few years. In fact, of 
the 12 meta-analyses included in the Visible Learning 
database, the one outlier is that of La Paro and Pianta 
(2000), with an ES of 1.02. The other 11 are much more 
modest. So, the story is that involvement in pre-school 
programs is likely to have a small-to-moderate positive 
impact on students’ early years learning but that by 
about year 4/5 of school, most students who were not 
involved in pre-school programs will have caught up.

Collective 
teacher 
efficacy

N/A 1.57 1.32 1.39 Collective teacher efficacy (CTE) is a relatively recent 
school-level construct subjected to meta-analysis (and 
of course, there have been many studies since Bandura 
promoted the notion in 1987) and it was therefore not 
included in the 2009 dataset. It is defined as the collective 
belief of the staff of the school/faculty in their ability to 
positively affect students. CTE was found to be strongly, 
positively correlated with student achievement. A school 
staff that believes that they can collectively accomplish 
great things is vital for the health of a school. The inference 
from the strength of this correlation is that interventions 
focusing on developing strong CTE may be a good starting 
point for positive change within the school system.

The findings were consistent no matter what the 
subject area. But a key point of caution is that there 
is currently only one meta-analysis of 26 research 
studies. The evidence base is still too small to form 
anything more than speculative conclusions.

progresses. All of us should also search for evi-
dence to falsify a model. John continues to seek 
and add meta-analyses, as he wants to be first to 
decree if and when the Visible Learning model 
is wrong; so far, there has only been (wonderful) 
confirmation of the Visible Learning story, but the 
search must continue.

Overlapping Data

Where there is doubt in the Visible Learning 
research about whether a newly discovered 
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meta-analysis fits into an existing category, often 
a new influence is added to the database. Back 
in 2009, there were 150 influences in the original 
database. In 2019, this now stands at 273 influences 
and counting. The challenge with this is that some 
are like nesting Russian dolls and are overlapping. 
They are “suitcase influences” and when we open 
up the suitcase and look inside, we see any array of 
socks, shirts, and toiletries that are subinfluences or 
moderators within the same category but which, in 
Visible Learning, are recorded as influences in their 
own right. We recognize that this can be confusing, 
and we hope that the new organization of the influ-
ences into domains and subdomains helps to clarify 
the overlapping of data.

Beyond the School Gates

A final barrage of criticism comes from those who 
argue that the Visible Learning research does not 
place sufficient emphasis on out-of-school variables 
(see Snook et al., 2009). We think this criticism is a 
little unfair because the research database reviews 
the Home domain, including family dynamics, fam-
ily structure, and family resources. But it is true that 
the analysis and the interpretation of the data looks 
far more closely at the within-school influences. 
There are two reasons for this. The first is that the 
intended audience for the research is teachers and 
education policymakers, so it makes sense to focus 
much more on things that they can do something 
about. Neither teachers nor Ministers of Education 
can quickly or easily change the home environment 
of students but if they work together, they can sig-
nificantly improve the school experience for learn-
ers from all home environments. And improving 
that school experience alone is enough to make a 
difference in the learning outcomes of all students.

The second reason for reducing emphasis on out-
of-school influences is that schools can offer all 
students the opportunity to gain at least a year’s 
growth for a year’s input, regardless of home back-
ground. If out-of-school influences like socioeco-
nomic status and the composition of the family are 

given primacy, teachers have an excuse for why 
they have not achieved a year’s growth for a year’s 
input. We have met teachers who explain away 
shortcomings in learning and growth as a defi-
ciency of the students. Of course, students do not 
leave their home backgrounds at the school gate, 
so awareness of what students bring from the home 
is important and needs to be considered by schools 
in order to make differences in the learning lives 
of all students. There should be nowhere to hide, 
because anything less than a year’s growth for a 
year’s input is utterly unacceptable.

Toward a TripAdvisor 
for Education

Before we try new restaurants or book 
untested hotels, millions of us visit sites like 
TripAdvisor to review the experiences of other 
customers. These types of sites contain hun-
dreds of millions of user-generated reviews 
of peoples’ direct experiences. By reviewing 
this historical dataset, we collectively hope 
that we will be able to vector in on the best 
eateries and hostelries and sort the gold from 
the pyrite.

Of course, experienced users of such sites 
know that the data must be interpreted with 
great care. When we review the overall star 
rating for a venue (which is the mean average 
of all reviewer ratings), we have to be espe-
cially careful. We know that some establish-
ments can get to the top of the rankings with 
a very small total number of reviews. And 
other venues with a thousand reviews can rank 
much lower, even if several hundred of those 
thousand reviewers have given them the top 
rating (The Challenges of Ranking).

When we read the actual reviews, we also 
quickly recognize that the different reviewers 
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do not share an objective or even intersub-
jective set of standards about what the per-
fect hotel or restaurant looks like (Comparing 
Apples and Oranges/Garbage In, Garbage 
Out). One person’s delight is, to another, the 
very definition of misery. So, we have to under-
stand that when we review scores on sites like 
TripAdvisor, we are often comparing reviews 
derived from different senses of satisfaction 
and style.

It is also likely that, like one of us, some 
reviewers are only motivated to write about 
either utterly amazing or diabolical experi-
ences (i.e., The File Drawer Problem). And we 
have all heard rumors about venues that hire 
PR companies to write flattering reviews or to 
contact folks who leave negative feedback to 
encourage them to moderate their opinions.

Once we have filtered the information, we 
then visit, say, a restaurant in utter excitement 
after reading the string of glowing reviews. 
But this is no guarantee that the actual soufflé 
we are served that day will be “perfect” like 
all the others (i.e., Driving the Car Backward/
Mr. Market). Chefs have bad days, ovens play 
up, and some eggs are better than others.

At other times, perhaps we give a venue a lit-
tle too much benefit of the doubt. When our 
experiences are out of kilter with the reviews, 
maybe we question ourselves and moderate 
our opinion to fit the data (i.e., Cognitive Bias).

Knowing all this does not discourage us, or 
many hundreds of millions of others, from 
using sites like TripAdvisor. We all understand 
the limitations of the methodology and most 
of us are careful in how we interpret the data. 
We would rather have access to an abundant 
supply of imperfect data that we can interpret 
than rely on one or two comprehensive but 
outdated reviews by professional restaurant 
critics. In fact, if you are anything like us, you 
might actually enjoy interpreting the data for 
the prize of an outstanding meal.

The same methodological challenges apply 
to meta-analyses. But we hope that, like us, 
you conclude that having access to a dataset 
on historical learning outcomes for 300 million 
students in a range of different contexts is 
like gold dust. It’s just that we all need to get 
better at applying the analytic skills we use 
on TripAdvisor to interpret these educational 
data effectively.
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4. What Works Best?

Learning. Although we recognize that since these 
are not anywhere near as controversial as the per-
ception of the research methods, we may well be 
preaching to the converted.

The Visible Learning Story

The major message of Visible Learning is “know 
thy impact” (Hattie, 2012). That is, teachers, school 
leaders, and system leaders need to ask about 
the merit, worth, and significance of their selected 
interventions—in the classroom, in the staffroom, 
and in the policy sector.

From the research, we know that the following 
things matter the most:

1. Achieving teacher collective efficacy. To 
achieve collective efficacy, teachers work 
collaboratively to plan and work together 
to critique their expectations, evaluate their 
impact on students, and decide where best 
to go next in light of their impact. Teachers 
are one of the most powerful influences on 
student learning. Collective efficacy is about 
teachers believing that by working together, 
they can have a significant positive impact on 
student achievement. The research tells us that 
where teachers have this shared belief, great 
things happen. Where teachers don’t share 
this belief, things happen. This is self-fulfilling 
prophecy land.

When school leaders create a trusting 
environment and provide the time and 
direction for teachers to act in ways

The Visible Learning research is based on a synthe-
sis of (now) over 1,600 meta-analyses in education. 
This synthesis was compiled to address a vexing 
question in education: Why is it that we can we find 
so many studies that seem to provide “evidence” 
that each pet influence, method, or policy works?

From the 300 million students across the 96,000 
studies in the Visible Learning database, it turns out 
that over 95% of influences on students have an 
average effect greater than zero. So in this sense, 
teachers and policymakers are correct to argue that 
there is evidence for most of what they do.

But the average effect of all influences is much 
higher, d = 0.40. The Visible Learning story is about 
the common themes underlying those influences 
greater than this average compared to those below 
this average (noting that nearly all can increase 
achievement). Ergo, we need to stop asking “What 
works?” and replace it with “What works best?” 
because almost everything “sorta” works.

As we have outlined in the previous two sections, 
most of the criticism about Visible Learning centers 
on the research methodology rather than the inter-
pretation or prescriptions from the data. In these 
preceding sections, we have spent (a lot of) time 
unpacking, defending against, and occasionally 
sustaining blows from the slings and arrows of that 
criticism. But overall, we believe that we have jus-
tified the value of an educational TripAdvisor and 
highlighted the limitations of meta-analysis so that 
teachers, school leaders, and system leaders know 
how to use it better. Now that we have done this, 
we want to get back to the core messages of Visible 
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that develop their collective agency (by 
collaboratively planning, sharing their 
teaching, giving each other evaluative 
feedback on what is working well or not 
so well in their teaching, and when they 
actively seek and act on feedback from their 
students about how the learning is going), 
then they can achieve significant effects on 
student outcomes.

2. Knowing student prior learning. When teachers 
know and understand the prior knowledge of 
their students and what they bring to the class 
in terms of dispositions and motivations, and 
then adapt and respond to this background 
information, then they can also achieve 
significant gains in student learning. If students 
are taught to have a clear understanding of their 
own prior knowledge and where their strengths 
and gaps lie, this has an equally powerful effect 
on achievement. Teachers need to enable 
students to have the opportunity to reflect on 
their own learning needs and to develop skills in 
self- and peer assessment.

3. Emphasizing success criteria. When teachers 
and students use practices that emphasize the 
appropriately challenging learning intentions 
and success criteria that are being evaluated 
or sought in the learning activities, students 
will be more likely to invest in their learning 
and will be able to achieve more highly and 
consistently. Everyone then knows where to 
focus their energy, time, and thinking.

4. Using feedback, welcoming errors, and 
building trust. Learning outcomes improve 
when the following take place:

a. Teachers and students actively seek, 
receive, and act upon feedback and feed-
forward about their impact (on whom, 
about what, to what magnitude).

b. There is a trusting learning relationship 
existing between the teacher and students 
and between the students in classrooms.

c. Errors are welcomed and the learning cli-
mate is safe and ordered.

5. Structuring for deep on top of surface 
learning. When teachers have developed the 
learning sequence in such a way that students 
first develop relevant and needed surface 
knowledge (the content or ideas) and then go 
on to develop deeper understandings (relate 
and extend these ideas), this combination of 
surface to deep learning can have a significant 
impact on improving student learning 
outcomes. For example, problem-based 
learning has been shown to be ineffective 
when students don’t have enough relevant 
and necessary prior knowledge to be able to 
make their own connections and solve the 
problems. However, when students do have 
good surface knowledge, then problem-based 
learning has been shown to be very effective 
in consolidating and developing deeper 
understandings.

6. Holding high expectations and the right 
levels of challenge. We know that teachers 
need to get the level of challenge “just right.” 
This is the Goldilocks principle of engaging 
students in goals and learning that is a 
challenge for them but where that the level 
of challenge is neither “too hard” nor “too 
boring.” When this optimal zone of challenge 
is achieved, then students are often more 
engaged and motivated to learn and able to 
maximize their learning.

None of the “big six” messages painted above is 
terribly controversial. But the research also points 
to a “small four” list of messages, outlined below, 
about variables that have much less influence than 
we might intuitively think.

1. Teacher demographics. The research suggests 
that it’s not who teachers are or how they were 
trained that matters. It is how they think.
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2. Student attributes. By and large (except for 
prior knowledge, student self-efficacy, and 
their range of learning strategies), many of 
the attributes of individual students that have 
been the focus of research, such as gender 
and personality, account for very little of the 
variation in student achievement.

3. Technology. Technology is a large part of 
what happens in modern schooling and it is 
something that we need to understand so that 
we can maximize the benefits that may exist in 
technology. But it is important to acknowledge 
that existing research shows that for most areas 
of computer-assisted/based instruction, the 

impact on learning has been positive but small. 
Our forthcoming paper “Not All That Glitters Is 
Gold” will explore this dilemma more fully.

4. Structure of schools and classrooms. The 
structure of schools and classes (i.e., class size, 
ability grouping, multiage grade classes, etc.) 
makes very little difference to the amount 
of progress students make in their learning. 
Similarly, the effects of the types of schools 
that students attend make little difference: 
single-sex schools, religious schools, charter 
schools, length of school day, size of school, 
and so on all have small effects on student 
achievement.
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5. Conclusion

The Visible Learning research represents (probably) 
the largest meta-meta-analysis of what works best in 
improving student learning outcomes. But the reac-
tion to the research and its interpretation has been 
deeply polarizing. Much of the criticism has centered 
on the methodology rather than on the interpretation 
of the story underlying the research findings, with 
the argument that the enterprise has become lost in 
a world of tainted data and abstractions that are too 
removed from the everyday realities of educators. The 
critics are saying that Visible Learning is fool’s gold.

In this paper, we have argued that this is far from 
the case. We started by sketching the emergence 
of the education research paradigm, culminating 
in the meta-analysis approach. We then explored 
the criticisms of meta-analysis and its applica-
tion in the Visible Learning research, concluding 
that, like a kind of educational TripAdvisor, meta- 
analyses help us to identify what (has) worked best, 
although not necessarily whether it will work again; 
that’s where the interpretation comes in.

Finally, we recapped on the less controversial ele-
ment of Visible Learning, the six big messages, and 
the need to focus on the major themes: educators 
that DIIE bring learning alive. This means that they:

•	 participate in Diagnosing the status of students 
as they begin lessons,

•	 have multiple Interventions that they can apply 
if their current intervention is not having the 
desired impact,

•	 attend to the dosage and fidelity of their 
Implementation on the learning lives of 
students, and

•	 Evaluate the students’ responses to their 
interventions.

At its core, the Visible Learning message is about 
teachers seeing learning through the eyes of their 
students, so that those students become their own 
teachers. To our eyes, that is truly golden. 
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Common VISIBLE LEARNINGTM  

Methodology Critiques and Responses

This document provides a succinct list of the common criticisms of the Visible Learning methodology, 
along with responses from John Hattie.
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A. Issues of Meta-Analysis

Visible Learning MetaX, the nature of the 
sample is identified (preschool, elementary, 
high school, tertiary, across all K–12, special 
education or not, etc.). While there may 
be nonschool people in the meta-analysis, 
indeed there are relatively few because the 
major discriminator in the selection process 
was the presence of a school-based sample.

 4. Critique: Reductionism. One number cannot 
summarize a research field; a common 
criticism of meta-analysis is that the 
analysis focuses on the summary effect 
and ignores the fact that the treatment 
effect may vary from study to study.

Response: The goal of a meta-analysis 
should be to synthesize the effect sizes and 
not simply (or necessarily) report a summary 
effect. It is commonplace to investigate 
whether the overall mean is a sufficient 
statistic to explain the findings. If not, 
moderator analyses are the norm, and herein 
often lies the most interesting aspects of 
meta-analyses. In many ways, the analyses 
of their heterogeneity are among the most 
fascinating parts of synthesizing studies. In 
the same way, it took me 15+ years to work 
through this heterogeneity across the many 
meta-analyses.

 5. Critique: Quality and aggregation.  
Visible Learning aggregates the findings  
of poor studies, thus setting low standards  
of judgment for the quality of 
outcome study.

 1. Critique: Weighting. Some have argued 
that the effect sizes from each meta-analysis 
should be weighted by sample size.

Response: This is reasonable; however, we 
have back-tested this for some domains and  
it made little difference to the aggregated 
effect sizes in these cases.

 2. Critique: Sample size. Many of the 
controversial influences only have one to 
three meta-analyses.

Response: The key is not necessarily the 
number of meta-analyses, but a combination 
of factors such as the number of studies in 
each meta-analysis, the number of effects, 
the sample size, and the quality of the meta-
analysis. In Visible Learning MetaX, we 
include all of these features and researchers 
can make their own judgments and analyses 
and see the various confidence features.

 3. Critique: Sampling. Visible Learning 
uses meta-analyses from atypical student 
populations (e.g., English language 
learners or individuals with attention-
deficit/hyperactivity disorder, hyperactivity, 
or emotional/behavioral issues). Visible 
Learning also includes atypical subjects from 
nonstudent populations, such as doctors, 
tradesmen, nurses, athletes, sports teams, and 
military groups.

Response: It is true that most meta-analyses 
include diverse samples and often within the 
meta-analysis they evaluate these factors. In 

http://www.visiblelearningmetax.com/
https://docs.google.com/spreadsheets/d/1sN0geUhewxhUBrHIh_V_m2kgMhfM7Yy9hbm1aNOkCQY/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1sN0geUhewxhUBrHIh_V_m2kgMhfM7Yy9hbm1aNOkCQY/edit?usp=sharing
http://www.visiblelearningmetax.com/
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Response: There is a robust discussion on 
how quality in meta-analysis should be 
included. In Visible Learning: A Synthesis 
of Over 800 Meta-Analyses Relating to 
Achievement, I said in 2009 that I would not 
attend to quality issues in that book because 
quality had been addressed in many places 
elsewhere (see references in the book), but 
some mischievously claimed he did not care 
about quality. First, most meta-analyses 
investigate the moderator effects of quality 
and exclude low ones if this is an issue. 
Second, the concern here is the quality of the 
meta-analyses and this is a less researched 
topic. In Visible Learning MetaX, we provide 
the journal and its impact factor and this then 
can be explored (although we accept that 
this is not the optimal quality measure and 
others are welcome). Third, it is an empirical 
question whether the quality of the study is 
a moderator. As stated in Visible Learning, 
Lipsey and Wilson (1993), for example, 
summarized 302 meta-analyses in psychology 
and education and found no differences 
between studies that only included random 
versus nonrandom design studies (d = 0.46 vs. 
d = 0.41), or between high-quality (d = 0.40) 
and low-quality (d = 0.37) studies. There was a 
bias upward from the published studies  
(d = 0.53) compared to nonpublished studies 
(d = 0.39), although sample size was unrelated 
to effect size (d = −0.03). Further, Sipe and 
Curlette (1996) found no relationship between 
the overall effect size of 97 meta-analyses  
(d = 0.34) and sample size, number of 
variables coded, and type of research design, 
and they found a slight increase for published 
(d = 0.46) versus unpublished (d = 0.36) meta-
analyses. There is one exception that can be 
predicted from the principles of statistical 
power; and where the effect sizes are close 
to zero, then the probability of having high 
confidence in this effect is probably related  
to the sample size and quality of the study 

(see Cohen, 1988, 1990). The aim should be 
to summarize all possible studies regardless of 
their design and then ascertain if quality is a 
moderator to the final conclusions.

 6. Critique: The file drawer problem. The file 
drawer problem invalidates meta-analysis. 
While the meta-analysis will yield a 
mathematically sound synthesis of 
the studies included in the analysis, 
if these studies are a biased sample 
of all possible studies, then the mean 
effect reported by the meta-analysis 
will reflect this bias. Several lines of 
evidence show that studies finding 
relatively high treatment effects are 
more likely to be published than studies 
finding lower treatment effects. The 
latter unpublished research lies dormant 
in the researchers’ filing cabinet—hence, 
the file drawer problem.

Response: Publications bias is perennially a 
problem for all research. Many ask how many 
unpublished studies sitting in someone’s 
file drawer would it take to overturn the 
substantive findings of the meta-analysis? 
The number of studies aggregated in Visible 
Learning is large (more than 90,000) and the 
benchmark/bar for an above average affect is 
d = 0.40. We believe that the range of studies 
and high bar mitigate the file drawer problem.

 7. Critique: Fruit salad. Visible Learning 
mixes “apples and oranges” in combining 
the findings of studies with varying 
methodological quality.

Response: Any literature review involves 
making balanced judgments about diverse 
studies. A major reason for the development 
of meta-analysis was to find a more systematic 
way to join studies, in a similar way that 
apples and oranges can make fruit salad. 
Meta-analysis can be considered to ask about 

http://www.visiblelearningmetax.com/
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“fruit” and then assess the implications of 
combining apples and oranges, and the 
appropriate weighting of this combination. 
Unlike traditional reviews, meta-analyses 
provide systematic methods to evaluate the 
quality of combinations, allow for evaluation 
of various moderators, and provide excellent 
data for others to replicate or recombine the 
results. The key in all cases is the quality of 
the interpretation of the combined analyses. 
Further, as noted above, the individual studies 
can be evaluated for methodological quality.

 8. Critique: Important studies are ignored. 
The studies included in Visible Learning are 
cherry-picked and leave out some of the most 
important studies.

Response: It is hoped that the important 
studies are included! If not, they can be 
added from traditional reviews (as in many 
of the Visible Learning sections on the 
various influences). Other meta-analyses are 
continually being added to Visible Learning 
MetaX and many of the meta-analyses are 
explicit about their criteria for finding and 
selecting studies.

 9. Critique: It changes. Why does the Visible 
Learning database keep adding more meta-
analyses and more influences?

Response: Of course, more need to be 
added, because this is the nature of 
research—we continually question, query, 
replicate, and validate previous studies. 
Furthermore, Visible Learning is built on 
Popperian principles. We seek falsifiability—
maybe the next meta-analyses will question 
the underlying Visible Learning model and 
we want to be the first to acknowledge this. 
So far, however, every meta-analysis added 
provides confirmation not disconfirmation. 
It is exciting that researchers are still finding 
fascinating influences to investigate and 
to add to the database. Visible Learning 
MetaX will allow researchers to see when 

new meta-analyses are added so that they 
can explore the implications themselves.

10. Critique: The effect sizes in Visible Learning 
change over time.

Response: The claim is that the Visible 
Learning rankings and effect sizes are not 
consistent, and we do find the same result 
when a new meta-analysis on the same topic 
is added. It would be even more remarkable 
if the average effect for any influence stayed 
exactly the same when more studies are 
added! And indeed, most are very similar. Yes, 
some have changed, most often because the 
first meta-analyses may not have had sufficient 
studies to provide stability of the mean 
influence.

11. Critique: Rear view of the world. What can 
studies based on previous studies tell us 
about the future?

Response: Yes, the studies are “historical”; 
that is, they report past findings and cannot 
show that the future must be the same. This 
is what re-search means. The aim is to learn 
from what has occurred to better inform 
where to go, in the same way that checking 
the rear-view mirror when driving helps us 
move forward safely. To ignore the past 
permits opinions, fads, beliefs, and desires to 
dominate; our mission, educating students, 
demands more and at minimum to not repeat 
past errors, to learn how to scale up success, 
and to optimize the highest probability 
interventions.

12. Critique: A narrative review is better.

Response: Yes, of course it is. It is the 
interpretation that matters most, whether 
the interpretation is based on primary, 
secondary, or meta-analyses. A key element 
of the Visible Learning research is about 
providing that interpretation or the story 
behind the data.

http://www.visiblelearningmetax.com/
http://www.visiblelearningmetax.com/
http://www.visiblelearningmetax.com/
http://www.visiblelearningmetax.com/
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B. Effect Sizes

13. Critique: Mixing different effect  
sizes is bad science.

Response: There are many forms of effect 
sizes, and there are many books that outline 
these. In Visible Learning, there are two 
major forms: (1) comparison group and 
(2) growth over time. Either is based on 
many forms of statistics, mainly means 
and correlations. Care is needed when 
considering them, and the aim of Visible 
Learning is to provide such care. Across 
the 1,600 effect sizes in the current Visible 
Learning database, there are no mean 
differences relating to whether the effects 
are based on a correlation (0.40) or based on 
mean differences (0.40). More interestingly, 
the effects from influences classified as 
“Causal – an intervention” are much 
higher (0.50) than influences that are more 
correlates (0.30), causal with no intervention 
(0.28), and causal intervention based on 
context (0.28). This does not mean we ignore 
these differences; in the discussion of any 
influence, there can be important nuances in 
interpretation and the Visible Learning books 
discuss these. Too often, critics merely look 
at the tables, ignore the story, and wrongly 
conclude that we do not discuss these 
important moderators.

14. Critique: Common language effect  
size (CLE) is wrong.

Response: There was an unfortunate error in 
early editions of Visible Learning, where the 

wrong column in a spreadsheet was used to 
populate the CLE in the appendix. CLE was 
introduced as an alternative (not substitute, 
as some have claimed) way of interpreting the 
effect sizes. Clearly it was not successful, as it 
took a few years for some Norwegian students 
to detect the error, which was immediately 
acknowledged and updated in subsequent 
reprints of Visible Learning. The error did not 
mean the effect sizes or any interpretations 
based on the effect sizes in Visible Learning 
were incorrect.

15. Critique: Half of the statistics in Visible 
Learning are wrong.

Response: A Twitter troll of a comment 
supposedly attributed to me—that half the 
statistics in Visible Learning are wrong—
has perpetuated this myth. The source (a 
conference in London) was videoed, so 
I went back and checked—I never made 
this comment, and it is wrong. All of the 
data are provided in the appendices of 
Visible Learning (2009) and Visible 
Learning for Teachers (2012) (and now 
in Visible Learning MetaX) and anyone 
can check them. Yes, the early versions of 
CLE were incorrect but incidental to the 
interpretations in Visible Learning. This 
is a myth.

For more about this critique, read “Effective 
Debate: In Defence of John Hattie” by 
Stuart Lord (2015).

5
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16. Critique: Effect sizes are not used by 
mathematicians.

Response: The claim is “Mathematicians 
don’t use it. Mathematics textbooks don’t 
teach it. Statistical packages don’t calculate 
it.” First, statisticians use it, developed 
it, teach it, and calculate it. Effect size is 
referenced in most basic statistics books, has 
been subjected to numerous studies, is used 
in all meta-analyses, is highly recommended 
by the American Psychological Association 
(2009), and is hotly debated in many 
sources. Effect sizes do exist. There are 
many forms of effect sizes, there are many 
statistical treatises debating effect sizes,  
and just because some mathematicians do 
not use them does not make effect sizes 
not real (see Hedges & Olkin, 1985, for an 
early and excellent analysis of effect sizes; 
and more recently, see Coe, 2002, for an 
overview).

17. Critique: Effect sizes should not be used in 
education, as they came out of medicine.

Response: Interestingly, the reverse is true. 
Effect size started life in education research 
and was later adopted by medicine.

18. Critique: The variability of effects is ignored.

Response: This is incorrect. For every influence 
in Visible Learning, there is an estimate of 
the variance of the mean of the effects (see 
each dial). Further, there is an established 
methodology about whether the variance 
of the effects is so heterogeneous that 
the average may not be a good estimator. 
Conducting such tests is basic practice in meta-
analyses, and readers were encouraged to go 
to the original studies to see these analyses. An 
estimator of the variance was included within 
each influence (see the dial for each influence) 
and appropriately commented when these 
were large. Much time has been spent studying 
many of the influences with large variance 
(e.g., feedback) and the story is indeed more 
nuanced than reflected in the average effect. 
Feedback is among the highest but also most 
variable effects; although much feedback is 
positive, much is also negative. For example, 
it is critical to distinguish between giving and 
receiving feedback, between “how am I going” 
and “where to next” feedback, and how 
students and teachers receive and interpret 
feedback (Hattie & Clarke, 2019; Hattie, Gan, & 
Brooks, 2017; Hattie & Timperley, 2007).
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C. Interpretation of Effect Sizes

19. Critique: The use of the hinge point of  
d = 0.40 seems arbitrary.

Response: The hinge point is the average of 
all 1,600+ meta-analyses, and one interest 
in Visible Learning was those influences 
that surpassed the average, particularly in 
comparison with those below the average. 
It is fascinating that this overall average of 
d = 0.40 has not changed since John’s first 
publication in 1989. The d = 0.40 is merely 
an overall summary of many influences, 
across many situations, ages, content, and 
so forth, and serves to organize influences in 
Visible Learning.

20. Critique: The hinge point does not control 
for moderators and mediators.

Response: The claim is that U.S. Department 
of Education benchmark effect sizes 
per year level indicate another layer of 
complexity in interpreting effect sizes; studies 
need to control for the age of students as well 
as the time over which the study runs, and 
the claim is that Visible Learning does not do 
this. The reality is that it did, does, and always 
will. The hinge point is an average; we should 
never be seduced by the flaw of the average, 
and moderators and mediators to any average 
are key concerns in all educational studies. 
In many places in Visible Learning and 
elsewhere, the moderators and mediators are 
a continual source of fascination and debate.

21. Critique: The average effect size can be 
moderated by age.

Response: Given that the hinge point is the 
overall average, it should always be evaluated 
relative to all moderators, including age. 
Care is needed, however, to then not make 
claims like “effect sizes are moderated 
by age” and provide tables of these age 
effects without attending to the nature of 
the assessment. So often these tables come 
from narrow measures of achievement in core 
subjects such as reading and numeracy. Such 
measures are often brief (40- to 120-minute 
tests), a “mile wide and an inch deep,” and 
do not reflect the richness of reading and 
numeracy. In these cases, it is not surprising 
that there would be greater gains in the 
younger years of schooling and lower gains 
in the upper years of schooling. This should 
not be confused with assessments of reading 
and numeracy in the upper years based on 
what is being taught, where you can get 
various effect sizes (including, contrary to critic 
claims, >0.40).

22. Critique: There are so few moderators 
discovered in Visible Learning that we  
can use the average.

Response: It is the case that there are few 
moderators to the average effect sizes. This is 
not inconsistent with an earlier critique (then 
termed “aptitude-treatment interactions”) 

7
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by Cronbach and Snow (1977), but this does 
not mean we should not eternally seek them. 
Moderators are the essence of the model 
of allowing for individual differences, for 
differentiation, and for centering on the child. 
When we implement interventions, we need 
to continually ask about who is affected, 
how, why, when, and by what magnitude. 
From such investigations, we may or may 
not find generalized moderators and this 
is an outcome finding; yet in education, 
we rarely start with the premise that one 
intervention fits all. Where there were 
moderators in Visible Learning (2009), these 
were noted. For example, the average effect 
for homework was 0.29, but the effect size 
was low for primary school (0.15) and much 
higher for high school (0.64). This is noted, 
an interpretation is provided, and this case 
shows the low interpretative power of the 
average (0.29).

23. Critique: It is wrong to focus on influences 
with high effects sizes and leave out 
the low ones.

Response: Absolutely. Some of the low 
effects may be critical. At least, it is critical to 
ask why they are so low, and one of John’s 
interests is exploring some of these (in 
particular, subject matter knowledge, modern 
learning or open environments, class size, and 
retention). I have asked why the effects are so 
low for class size, especially when it should 
be expected that reduced size should allow 
more opportunity for introducing some of the 
higher effects (Hattie, 2010). We are exploring 
the conditions in which deeper subject 
matter knowledge does matter, and we are 
involved in a major project about the optimal 
collaborative teaching to realize amazing 
influences on students in open environments. 
Just because an effect is not >0.40 does 
not mean it is not worthwhile; it means it 
may need deeper exploration to make the 
impact higher.

24. Critique: Correlation does not imply 
causation.

Response: Yes, this is basic, although 
contested by some, and structural models as 
measures over time can move more to claims 
about causation. The role of a researcher is to 
interpret with care and to not slip and make 
or infer causality. Visible Learning aimed to 
build a model that involves causation, used 
evidence from the many meta-analyses to 
build and defend this model, and made 
strong statements that any such model is 
subject to falsification. This is the fine line 
for all interpretations and causal claims are 
legitimate if they are backed with evidence.

25. Critique: The noninclusion on qualitative 
studies. The following is an example of this 
criticism:

Let me state the basic shortcoming 
more bluntly. The non-meta-analytic and 
qualitative or mixed methods studies 
Professor Hattie has excluded are precisely 
the research investigations that do make 
visible not only (a) that class size matters 
to student achievement, but also (b) what 
the observed effects of different class sizes 
are on classroom teaching and learning 
practices as a whole, and furthermore  
(c) which sub-groups of students are most 
materially affected by larger or smaller 
class sizes and the attendant changes in 
classroom processes they require.

Response: Yes, qualitative studies are not 
included in meta-analyses, and yes, they 
can add richness to the workings of classes. 
One of the most exciting developments 
since Visible Learning was published is the 
emergence and growth of meta-synthesis 
of qualitative studies (see Kennedy, 2008; 
Suri, 2013) and we look forward to reading a 
similar synthesis of these studies to the Visible 
Learning work. I have also used many of these 
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nonempirical studies in trying to understand 
the effects of many of the influences—and 
class size (Hattie, 2005); in this case, these 
studies helped explain why the effects of class 
size are so low!

26. Critique: Meta-analyses are not sensitive to 
instruction.

Response: The typical claim is that meta-
analyses fail to consider the fact that different 
outcome measures are not equally sensitive 
to instruction (Popham, 2007). This is not the 
case in all meta-analyses and is certainly a 
major issue when interpreting the implications 
of meta-analyses. Controlling for sensitivity 
to instruction is more appropriate in meta-
analyses and indeed, we would be massively 
advantaged if this moderator was included 
more often. A good five-level classification 
has been provided by Ruiz-Primo, Shavelson, 
Hamilton, and Klein (2002) for the distance 
of an assessment from the enactment of 
curriculum, with examples of each:

1. Immediate, such as science journals, 
notebooks, and classroom tests;

2. Close, or formal embedded 
assessments (for example, if an 
immediate assessment asked about 
number of pendulum swings in 15 
seconds, a close assessment would ask 
about the time taken for 10 swings);

3. Proximal, including a different 
assessment of the same concept, 
requiring some transfer (for example, 
if an immediate assessment asked 
students to construct boats out of 
paper cups, the proximal assessment 
would ask for an explanation of what 
makes bottles float or sink);

4. Distal, for example a large-scale 
assessment from a state assessment 
framework, in which the assessment 

task was sampled from a different 
domain, such as physical science, 
and where the problem, procedures, 
materials, and measurement methods 
differed from those used in the 
original activities; and

5. Remote, such as standardized national 
achievement tests.

27. Critique: Meta-analyses do not control 
for costs.

Response: Yes, few do (but see Yeh, 2008), but 
the costs of implementation can be included 
as the Education Endowment Foundation 
has done. Of course, the costs need to be 
considered when making decisions about 
what interventions to use. For example, 
would you invest in the huge and recurrent 
costs of reducing class size compared to 
implementing the lower-cost and scalable 
solutions such as direct instruction, reciprocal 
teaching, or formative assessment? All are 
excellent empirical questions and are an 
area we are attempting to address in Visible 
Learning MetaX.

28. Critique: Others are now recanting their 
own use of effect sizes.

Response: Yes, some have, although their 
interpretations seem to remain the same. 
The most famous case is Dylan Wiliam, 
who claimed:

In retrospect, therefore, it may well have 
been a mistake to use effect sizes in 
our booklet “Inside the black box” to 
indicate the sorts of impact that formative 
assessment might have. It would have 
been better to talk about extra months 
of learning which considers the fact 
that the annual growth in achievement, 
when measured in standard deviations, 
declines rapidly in primary school (one 
year’s growth is over 1 standard deviation 

https://educationendowmentfoundation.org.uk/evidence-summaries/teaching-learning-toolkit/
http://www.visiblelearningmetax.com/
http://www.visiblelearningmetax.com/
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for five-year-olds, and only around 0.4 
for 11-year-olds). That said, in answer 
to Michael Dorian’s question, in arriving 
at our subjective estimate of 0.4 to 0.7 
standard deviations for the impact of 
formative assessment, we did rely more 
on studies that were classroom-based, 
over extended periods of time, and 
which used standardized measures of 
achievement.

I do still think that effect sizes are useful 
(and are far more useful than just reporting 
levels of statistical significance). If the 
effect sizes are based on experiments of 
similar duration, on similar populations, 
using outcome measures that are similar 
in their sensitivity to the effects of 
teaching, then I think comparisons are 
reasonable. Otherwise, I think effect 
sizes are extremely difficult to interpret. 
(Didau, 2014)

The reality is that the use of effect sizes 
has grown significantly over the past three 
decades. The perceived value of using effect 
sizes is now so strong that many professional 
bodies, journal editors, and statisticians 
across various disciplines have mandated 
their inclusion as necessary in order to clarify 
and substantiate differences in research 
findings (for example, American Psychological 
Association, 2001, 2009; Baugh & Thompson, 
2001; Kline, 2004).

29. Critique: Visible Learning ignores debates 
about what is worth learning. The criticism  
is as follows:

Only in one sentence is a look at the 
material side thrown in: “Educating is 
more than teaching people to think—it is 
also teaching people things that are worth 
learning” (p. 27). That might have been 
the starting point of a discourse about the 
substance of education and teaching, but 

Hattie does not follow this possible line 
of thought. So, one wonders: Where is 
the beef? In the chapter on “curriculum” 
one would expect more information about 
the substance, the content of school 
learning. However, again nothing can be 
found there. The chapter is divided into 
specialized areas: reading, mathematics, 
and other curricular elements. Under these 
headings, the reader again finds reports 
on certain specialized teaching methods 
and their effect sizes. The question of 
content, the question of the pedagogical 
significance of subjects, reflections about 
problems, and possibilities of legitimizing 
curricular decisions (Why include this—why 
exclude that?) are completely ignored. 
(Terhart, 2011)

Response: Visible Learning is not about 
the aims of education and is not a treatise 
of what is worth learning. I have written on 
these topics elsewhere, and they are indeed 
critical topics.

30. Critique: Visible Learning is only about 
achievement and this is not all that 
school is about.

Response: Visible Learning (2009) starts by 
saying, “Of course, there are many outcomes 
of schooling, such as attitudes, physical 
outcomes, belongingness, respect, citizenship, 
and the love of learning. This book focuses on 
student achievement, and that is a limitation of 
this review” (p. 6). Others are now synthesizing 
effects relating to motivation, interest, and 
affect; we have recently synthesized “how we 
learn” (Hattie & Donoghue, 2016). We wish 
others would synthesize health and physical 
outcomes. For example, Mitchell (2014) has 
focused on special needs students, and we 
are delighted when this more rounded view of 
the many outcomes of schooling is reviewed. 
Achievement remains central to the outcomes 
of schooling.

https://us.corwin.com/en-us/nam/visible-learning/book243116
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31. Critique: Visible Learning ignores 
socioeconomic effects.

Response: Not at all. The Visible Learning 
dataset explicitly captures meta-analysis on 
socioeconomic status (SES) and other out-of-
school influences. It also acknowledges that 
SES has an above average impact on student 
learning outcomes. However, a key message 
of Visible Learning is that teachers make a 
difference and high-impact strategies will 
improve learning outcomes, irrespective of a 
student’s background or starting point.

32. Critique: There are many risks involved 
when interpreting meta-analyses.

Response: Damn right there are. There is a 
whole compendium of risks to interpretation 
to statistics and these are not unique to meta-
analyses. For example, Andrade and Cizek 
(2010) write,

Black and Wiliam [1998] noted [that] 
effect size is influenced by the range 
of achievement in the population. An 
increase of 5 points on a test where the 
population standard deviation is  

10 points would result in an effect size 
of 0.5 standard deviations. However, the 
same intervention when administered 
only to the upper half of the same 
population, provided that it was equally 
effective for all students, would result 
in an effect size of over 0.8 standard 
deviations, due to the reduced variance 
of the subsample. An often-observed 
finding in the literature—that formative 
assessment interventions are more 
successful for students with special 
educational needs (for example in Fuchs 
& Fuchs, 1986)—is difficult to interpret 
without some attempt to control for the 
restriction of range, and may simply be a 
statistical artefact. (p. 20)

However, this problem with restriction of 
range can occur in primary, secondary, and 
meta-analyses. Campbell and Stanley (1963) 
highlight many other possible threats to the 
validity of interpretation of statistics, no matter 
whether primary, secondary, or meta-analysis 
is used. Care is always the by-line and we have 
tried to be careful when making interpretations.
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D. The Visible LearningTM Model

33. Critique: There are alternative 
interpretations based on the Visible 
Learning data.

Response: Absolutely there are, but so far no 
one has deduced an alternative explanation. 
We challenge you to do so, as that is how 
science progresses. Refute the Visible 
Learning theory and build a new one, please. 
The data are all available, Visible Learning 
MetaX is a gold mine, and we will be the first 
to acknowledge explanations that explore 
more, are bold and subject to refutation, 
and help schools have the desired impact on 
their students. So far, no one has provided an 
alternative theory based on these data!

34. Critique: It is but a model.

Response: Yes, and like any good model, it 
not only aims to explain what we know (the 
evidence) but also to project what we may 
seek to now know. It is speculative.

35. Critique: The main messages of Visible 
Learning defy widespread teacher 
experience.

Response: Sometimes yes, sometimes no; it 
depends on the mindframes of the teacher. 
Sometimes evidence, indeed, defies “common 
sense,” sometimes it confirms and provides 
permission to continue, and sometimes it 
surprises and needs triangulation. Experience 
is also interpreted and it is this interpretation 
that always needs questioning, refuting, and 
evaluating.

36. Critique: Visible Learning reports the 
opposite conclusion to that of the actual 
authors of the studies it reports on (e.g., 
“class size,” “teacher training,” “diet,” and 
“reducing disruptive behavior”).

Response: Visible Learning is not about 
repeating, summarizing, and copying—it is 
about interpreting. One of the major claims 
in Visible Learning is that almost everything 
works, and this has led many researchers 
to find positive evidence and then make 
claims about importance. But importance 
is a relative concept. A good example is 
class size; the preponderance of evidence 
does show that reducing class size has a 
positive impact on student achievement, but 
the size of this positive effect is relatively 
small (Hattie, 2005, 2016). Many authors on 
class size have made claims of importance 
without considering relative strength. 
Another example is a recent meta-analysis 
on teacher performance pay with an overall 
effect size of 0.04 (Pham, Nguyen, & 
Springer, 2017).

37. Critique: The influences are not separate.

Response: Absolutely right, and this is 
repeatedly emphasized in Visible Learning 
(2009) and Visible Learning for Teachers 
(2012). Hence, the Visible Learning model 
helps explain the overlaps, the interactions, 
and the meaning underlying the various 
influences. It is not possible to merely add the 
effect size from two influences together—and 

http://www.visiblelearningmetax.com/
http://www.visiblelearningmetax.com/
https://us.corwin.com/en-us/nam/visible-learning/book243116
https://us.corwin.com/en-us/nam/visible-learning-for-teachers/book243115
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this overlap of the many influences is why it 
took me 15 years to write the first book.

38. Critique: Narrowness for breadth of 
outcome (i.e., Visible Learning just focuses 
on student assessment outcomes).

Response: Agreed. This does not, however, 
mean Visible Learning is worthless, but it 
does raise issues with the narrow excellence 
that many claim about the purpose of 
schooling. We agree (as noted above) that 

there are other important aims and outcomes 
of schooling, but achievement is still one 
major one. A related concern is that the 
narrower the outcome, then the probability 
of a higher effect size compared to a wider 
conception of outcome (e.g., it is easier to 
get a higher effect size for vocabulary than 
comprehension). This is important to consider 
when building theories and explanations and 
when interpreting both meta-analyses and 
effects in classrooms.
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